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PREFACE

The present effort was conducted in support of the Armstrong
Laboratory/Aircrew Training Research Division (AL/HRA) research
concerning image quality in simulator displays. The goal of this
effort was to develop a quantitative model which predicted display
quality based upon the display modulation transfer function and
display luminance. The project was conducted under Work Unit
1123-03-85, Flying Training Research Support. Research support was
provided by the University of Dayton Research Institute under
Contract No. F33615-90-C-0005. The contract monitor was Ms.
Patricia Spears, AL/HRAP.

The goal of this specific research effort was to (a) initiate
an experimental design and methodology whereby image quality of
visual displays could be studied in a multidimensional environment
and (b) collect data and develop a multidimensional model to
predict image quality as a function of multiple display attributes.

The author wishes to express thanks to Ms. Marge Keslin for
final edit of the manuscript.
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AN EMPIRICAL APPROACH TO VISUAL DISPLAY PREFERENCE BASED
UPON MODULATION TRANSFER FUNCTION AND LUMINANCE

INTRODUCTION

The importance and prevalence of electronic visual displays in
society continue to grow as technologies (e.g., fiber optics,
microchip and compact disk technology) improve. As computational
power and the capability to store and transmit dynamic visual
imagery improve, the use of electronic displays will increase.
Given the variety of tasks for which humans interact with visual
displays and the economics involved in these emerging technologies,
the need to develop methods for assessing the quality of imagery
and acceptable standards becomes a priority.

The Assessment of Display Quality as a Comilex Task

Electronic visual displays vary along a number of dimensions,
including luminance, resolution, contrast, display size, color, and
update rate. When comparing the quality of two displays, it may be
necessary to compare multiple dimensions or attributes listed
above. In many instances, improvement along one dimension is often
accompanied by a loss in another dimension. For cxample, increases
in display size or field of view are typically accompanied by a
drop in luminance. Systems with greater luminance capabilities may
exhibit a drop in their resolution at high spatial frequencies.
Such trade-offs occur rather frequently with electronic visual
displays. These trade-offs will often make choices unclear. For
example, larger displays viewed from farther away may have more
resolution but less brightness than smaller displays.

Figure 1 shows the Michelson Contrast as a function of spatial
frequency, often simply referred to as the display modulation
transfer function (MTF), for two displays used at the Aircrew
Training Research Division of Armstrong Laboratory in Mesa, AZ.
Functions based upon tne height and area under the MTF curve often
serve as image quality metrics (e.g., Barten, 1989, 1991; Evans,
1990). Note how the curves of the two displays cross over at
approximately 2-3 cycles per degree on the x-axis. Using only
these two curves for comparison, it might be difficult to determine
which display is preferred. Although the limited field-of-view
display (LFOVD) is physically larger, the display for advanced
research and training (DART) is much brighter and is typically
preferred.

Referring to Figure 1 as an example, the display MTF is a
measure of Michelson contrast (i.e., (Lmax-Lmin)/(Lmax+Lmin) where
Lmax and Lmin denote the maximum and minimum luminance measured on
the device) capability as a function of spatial frequency. As
such, the MTF is a multidimensional display factor in its own
right. In the development of image quality metrics, however, the
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display MTF has been the roost otten used display factor to date.
For example, in Figure 2 a simple metric wouid be to compute the
area under each curve as a measure of display quality. More
advanced metrics (e.a., Batten, 1990; Snyder, 1985) weight the
distance along the x-axis differentially. Using Barten's square
root integral (SQRI) metric, for example, the DART Display in
Figure 1 would be judged to be superior because the integration of
the MTF is done with respect to the log of the spatial frequency,
thereby emphasizing the lower spatial frequencies. By simply
observing the two display MTFs in Figu-e 1, however, there appears
to be no clear-cut winner. The display factor of luminance plays
a much greater role in this comparison.

Because of trade-offs similar to those discussed above, a
multidimensional approach to assessing image quality is required.
Here multiple display factors ire manipulated and observer
preference or performance is measured. Such an approach allow,,s us
to relate changes across dimensions of interest (i.e., luminance,
display size) by their effect -n the dependent variable in the
experiment.

There are problems with using such an approach, however. Fron
a hardware viewpoint, it is c'uite difficult to manipulate display
factors or parameters independently of one another. If image
qc~lality J cma two,: dizplay systems, the difficulty is
in manipulating the factors of interest while holding other display
factors equivalent across the two displays. The alternative used
in the present study is to use a single display and manipulate
display parameters within the single display. As will be seen in
the present study, use of a single display limits the range of the
variables manipulated in the study.

In the present study, - . factors have been chosen to be
manipulated. These are the .. splay M2-' (actually, the area under
the MTF curve) and the display iuminance. The goal of the present
study is to develop a prediction scheme for display preference as
a function of display MTF and luminance. Figure 2 portrays a plane
or cwo-dirnensional graph where display MTF and luminance represent
the x and y axes. If all displays can be characterized as points
in this plane, then a third orthogonal dimension can be used to
represent preference. Note that in Figure 2 both MTF and luminance
are unidimensional quantities. For the presenat study, the area
under the display MTF will be used to represent the unidimensional
MTF quantity and average display luminance will be used to
represent luminance. Both of these definitions are simplifications
of the actual concepts concerning contrast, resolution, and
brightness within imagery.

Up to this point, the discussion of display quality has
focused only upon the characteristics of the display. Figure 3

3
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portrays a systems approach to image quality which emphasizes (a)
the characteristics ci the image which are fed to the display, (b)
the effect of the display system on the imagery, and (c) the
perceptual processing and limitations of the observer. In Figure
3, these three components are contained within a box defined as the
task domain. Theoretically, the quality of a display could be
determined for asymptotic levels of (a), (c), and the task domain.
For the purpose of procuring displays for specific functional
tasks, though, the quality of a display cannot be ascertained
independently of components (a), (c), or the task domain. For
example, consider two displays which are equivalent except that one
display's limiting resolution is 25 cycles/degree while the other's
limiting resolution is 30 cycles/degree. If the imagery fed to the
display is limited to 20 cycles/degree, the two displays will
appear to be equivalent for all tasks. As in any practical linear
s,'stem, the limitation of the weakest component of the system
Lecomes a limiting factor in the .-ystem's performance. The entire
system is included within the task domain box as a reminder that
the imagery or information at the front end of the system and the
processing at the observer end will typically be task specific.

.,n important concept in the systems approach from Figure 3 is
that the information contained in the original image affects all
subsequent processes. Becausc of this and the inherent variability
in and between images, several images will be used in the present
study.

Along with the systems approach, which emphasizes the
sequential nature and influence of components on one another, the
notion of image quality must be operationalized in order to be
studied in a scientific manner. Operational definitions of image
quality typically rely on human response or performance which
hypothetically varies as a function of the display manipulations.
.n a majority of previous experimental studies, two task types have
been primarily used in defining image quality. In the first type
of task, observers rate imagery from displays based upon aesthetic
oualities (e.g., sharpness with Kusaka, 1989). This method of
defining image quality may involve global interpretation (i.e.,
based upon a large composite of display factors) by the observer
and can be quite subjective. The second type of task uses
porforrnince measures ,uch Es targeýt detection, recognition, and
identification (e.g., Snyder, 1985). In these tasks, improvements
in performancc would be interpreted as an improvement in image
quality. Manipulationts in rating tasks are usually easily
detectable and the experimenter is not interested in working near
the bounds of the observer's perceptual limits. Performance tasks
typically employ threshold manipulations of factors in order to
produce errors or have some deleterious effect on performance.

In the current study, a paired-comparisons rating task has
been chosen as the dependent measure. On individual trials,
observers will be presented with two images simultaneously, both

6



images being filtered by two of a number of MTF-luminance
combinations. The images will be identical except for the
application of the two filters. Observer responses will denote
which of the two images is preferred. Referring back to Figure 2,
the purpose of obtaining the paired-comparison preferences will be
to generate points in a third dimension denoting preference for
each MTF-luminance combination. Modeling will. be used to generate
these preferences from the paired-comparison preferences and
regression will be used to generate a preference surface in the
three-dimensional space.

Twenty points (5 MTF levels x 4 luminance levels) will be
generated in the plane of Figure 2. Using the paired-comparisons
procedure, there will be estimates for the preference of any of the
20 points (MTF-luminance combinations) over any of the 20 points
(400 possiole comparisons). Included in these comparisons is the
pairing of a point with itself. This condition serves as an
estimate of noise or observer sensitivity.

As mentioned previously, the MTF and luminance filtering of
the imagery is a technically difficult task. In this study, both
images are presented side-by-side on a single display. The display
itself serves as a limitation in the filtering process. The
following section describes how MTF and luminance filtering were
accomplished tor the study.

TRANSFORMATION OF IMAGE MTF AND LUMINANCE

In order to create the 20 levels of imagery (5 MTFs X 4
luminance levels) required in the experimental design, it was
necessary to digitally filter each of the five images by each of
the 20 filters. Before discussing how the filtering was
accomplished, a short introduction to the original nature of the
five digital images is in order. It is emphasized here again that,
as shown in Figure 3, the characteristics of the original image
play an integral role in any experimental results obtained. The
effect of any of the three components in Figure 3 on the quality of
the final perception cannot be interpreted in isolation of the
remaining two components.

Photographs of the images were digitally scanned into 512 rows
X 512 columns of Digital-to-Analog Code (DAC) values. Each of the
512 X 512 DAC values could take any value between 0 and 255 (an
eight-bit DAC value). Figure 4 shows ii frequency distribution of
DAC values for each of the five images (airport scene, crop scene,
mountain scene, ocean scene, and pines scene). The y-axis in this
graph is a logarithmic transformation of frequency. Note that all
the images contain an abundance of low luminance (low DAC values)

7
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pixels as well as an abundancc of pixels with high luminance (DAC
value of 255). The importance of the frequency distributions in
this graph will be explained in the section covering luminance
filtering of the images. Figure 5 shows a plot of the gamma curve
for the display used in the experiment. This curve relates the DAC
value of a pixel in the image to the luminance (in fL) from the
display used in the experiment (as measured with a photometer).
Two curves are plotted in Figure 5. The upper or higher curve
shows luminance measured from the display as a function of DAC
value measured from a small area in the center of the display when
the surrounding area was completely black (BACKGROUND DAC = 0).
The lower curve shows similar measurements when the surrounding
area was made as bright as possible (BACKGROUND DAC = 255). Note
that very little variation in luminance occurs below a DAC value of
50, essentially making this range of DAC values (0-50) unusable as
a source of luminance variation. A power curve was generated which
fit between the two curves in Figure 5 for DAC values in the range
of 50 to 255. The equation for this curve is as follows:

Luminance (fL) = .00043 X (DAC VALUE)2. (1)

Equation (1) and the curves in Figure 5 are completely dependent
upon the brightness setting of the display. The brightness control
of the display was held constant throughout the experiment, and the
only purpose in the use of the curves and Equation (1) was to
relate the digital representation of the images to the luminance
produced by the display CRT.

Beyond specifying the luminance profile of the images used in
the experiment, another measure often used to describe imagery is
the spatial frequency content. Figure 6 shows a one-dimensional
(across rows) global Fourier analysis of the digitized images. As
will be the case with most natural imagery (e.g., Evans, 1993) , the
shape of the curves from Figure 6 are highly similar and provide
little discriminable information. A Fourier analysis of local
areas in these images can yield curves which are highly dissimilar
but, when averaging over large spatial areas of natural imagery,
the low frequency components will dominate the Fourier analysis in
Figure 6 (denoting large spatial areas of little luminance
variation).

The five images used in the experiment are shown in Figures 7
through 11. The images represent an airport scene (Figure 7), a
crop scene (Figure 8) , a desert mountain scene (Figure 9) , an ocean
scene (Figure 10), and a hilly pine scene (Figure 11). Note the
distinctivenoss of thes;e scenes as contrasted with the lack of
distinction in the global fourier analysis of the imagery (Figure
6). The following two sections describe the MTF filtering and the
luminance filtering applied to the images used in the experiment.

9
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Digital MTF Filtering of Images

The purpose of the MTF filtering of the images is to simulate
the effect of a range of display MTFs. In order to dc this, the
simulated MTFs must (a) look sim4 lar to actual display MTFs and (h)
be mathematically tractable in order to create and employ the
filters on a computer for digital processing. A Gaussian filter is
especially attractive for this purpose because it has been linked
to CRT display MTFs through physical measures (e.g., Barten, 1984)
and its representation in the spatial and frequency domains are
relatively simple. In the frequency domain, the equation for the
Gaussian MTF is given as:

MTF(f) = exp(-bf 2) (in one dimension) (2A)
MTF(fIf) exp(-b(f 2±+f,?) (in two dimensions) (2P.)

f, f, and f, denote spatial frequency, typically in cycles pec
degree of visual angle. The rate parameter, b, determioes tcre
fall-off of the curve across frequency. Note that there are no
multiplicative coefficients preceding the exponential so that at a
trequency of zero, the MTF is identically one. The effect of this
restriction is that these filters do not change the amount ef
energy in the signal passing through the system, which is
equivalent to specifying that these filters do not change t.n:
av.'erage luminan'- of the imagcs.

This representation of a display MTF is problematic.
Referring back to Figure I, neither display's MTF reaches a value
of unity at zero spatial freauencv. 1.-hen measuring the MIi.chelsoa
Contrast from a display, the Michelon Contrast will not be unity
at zero spatial frequency unless the luminance measurpment. from the
dark screen is identically zero. Usually, there is some amount of
ambient light in the environment and ev'en if the display generates
no luminance, the ambient illumination will be reflected off of the
display. The traditional method of circumventing this shortcoming-
(i.e., the display MTF < 1 at zero spatial frequercy) is to
normalize the curve. As can be seen from figure 1] hwever if thc.
two MTFs are normalized, relative information about them is lost.
This ambiguity will not be dealt with in the present study but
should be kept in mind when compari-ng actual displays.

In order to filter the 5]2 x ý12 pixel images, the spatial
t-ransform of the T ilters in Equations (2A) and ( B) ie-re used to
create convolution filters or kernels (11 x 11) in the spatiJ,-l
dox.ain. These filters were numerically convolved with the imaaes.
The spatial Iiiters curresponding to Equations (.A) and (2E.B are:

h(x) (/b) exp(-77'x'/L) (-n one dimens.in) (SA)
h(x,y) 77 (ub) e" b) (in two dimensions) (xb)
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where the units of x and y are the inverse of f in Equations 2A and
2B, typically degrees of visual angle. The five MTF filters used
in the experiment are shown in Figure 12. The top filter in Figure
12 corresponds to an estimate of the MTF of the IRIS display (1000
vertical x 1024 horizontal pixels). It has been approximated by a
Gaussian filter (MTF = exp(-.0052X2)). Although the Michelson
Contrast or MTF at zero spatial frequency was actually .925, the
display MTF in Figure 12 has been normalized to a value of one.
For a more detailed explanation of the methods used in estimating
the MTF of the IRIS display, refer to Evans (1993). The five
remaining MTF curves in Figure 12 correspond to a multiplication of
the top curve by five curves obtained using Equation (2A) with b
set to .015, .03, .05, .074, and .138, respectively.

The reason for multiplying the experimental display MTF by the
-,a* -matical MTFs from Equation (2A) is a result of the "double-

problem." The image seen by the observer in the experiment
*'t only filtered by the mathematically generated MTF but also

the display used in the experiment. Using a linear systems
approximation, the MTF of the overall system is obtained by taking
the product of the MTFs of the two components in the system (i.e.,
the simulated display and the display used in presenting the
images) . For a more detailed explanation of the application of the
filters to the images, refer to Evans (1993).

Luminance Filtering of Images

The next step in the development of the filtered images was to
create four levels of average luminance for the images. Although
manipulation of average luminance level is a crude method of
studying a factor which is crucial to perception of the image,
there currently are no better methods in widespread use.

Each of the 512 x 512 = 262,144 pixels in each image is
represented by a DAC value between 0 and 255. Figure 4 shows the
distribution of the 262,i44 pixels for each of the five images over
the 255 possible DAC levels. Figure 5, the gamma curve for the
IRIS monitor employed in the experiment, relates the DAC value of
the pixels to the luminance viewed on the screen of the monitor.
A software program was used to transform the gamma curve into a
linear function such that the doubling of a DAC vilue led to a
doubling of luminance. In this manner, it was necessary only to
manipulate DAC values in the images in order to perform linear
transformations of average luminance.

By examining the images (Figs. 7 through 11) and comparing
them with their distributions in Figure 4, a few problems surface
with respect to luminance, contrast, and image content. For
example, note the pine image with the bright sky. Average
luminance in the pine image is dominated on the bright side by the
sky (DAC values of 255). The sky provides relatively little
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information which observers might use in interpreting the image.
Therefore, even though the image might be quite bright, most of the
information contained in the image (e.g., the outline of the
trees), is contained in relatively dark areas of the image. This
type of problem highlights the difficulty in describing images (or
information content) with respect to variation of specific display
parameters (e.g., luminance).

Returning to Figure 4, average luminance in the experiment was
manipulated by sliding the frequency distribution to the left or
right across the abscissa. Note, however, that if the individual
distributions are moved to the left or right, the extreme DAC
values 0 and 255 present barriers at both ends of the distribution.
The compression process was obtained through a series of trial-and-
error manipulations. First, all of the DAC values from an image
were divided by a constant to compress the range of the DAC values.
Next, a constant was added to each DAC value of an image. The
additive constant for each image was set individually so that the
average luminance of the images was equal. Figure 13 shows a
compression of the DAC distributions of the five images in order
that the distributions can be moved across the abscissa to
manipulate average luminance. Figures 14 through 18 allow
comparison of the original images with the compressed images.

The image compression process highlights the ambiguity of
working with image/display/observer components. The compression of
the images, as shown in Figures 14 through 18, could be a factor
associated with the origin of the image or a factor associated with
the display. For experimental purposes, we make the assumption
that the compressed images represent the original image content and
are not some effect of the display. Experimental results, then,
are directly related only to images which have been compressed in
the manner shown here.

The compressed images are visually distinct from the original
images. In addition, note in Figure 33 that the distribution of
DAC vilues for the Mountain Scene is noticeably shifted to the left
relative to the other images even though the average luminance of
the images is approximately equal. The spike at the high end of
the Mountain Scene represents the sky in that scene and the
presence of this spike requires that the entire distribution be
shifted to the left to meet the requirement of average equal
luminance across images. Although the requirement of average equal
luminance across images ;s one logical constraint, other
constraints (e.g., DAC distributions approximately in the same
range) may be just as logical. These questions highlight the
problem of our inability to characterize the information content of
images within some well-specified domain and should be kept in mind
in our experimental explorations.

The compressed distributions shown in Figure 13 were moved

across the abscissa to create four levels of average luminance,
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approximately 4.0, 6.3, 8.5, and 11.1 fL. Al]though it waS
desirable to produce stimuli with average luminances greater than
i1.1 fL, in order to do so it would have been necessary to compress
the original images more. This artifact demonstrates the
liritations in the range of levels of the independent manipulation
due to the experimental display device, not only for luminarloe.
manipulations but for MTF manipulations as well.

Figures 19 through 23 show three of the five experimental
images as filtered by the best, middle, and worst MTFs and twr
luminance levels only. Due to the photographic and p.z' nti.ny
processes, these figures are only approximations to the actual
excerimental stJmul used but should give the readet some
perspective of the effect of the 20 filters on the images. In the
following secticn, the methodology of the study is prcsented irn
more detail.

EXPERIMENTAL METHODOLOGY

Observers

Six observers, two male and four female, were employed as paid
sur-ectz in the expcr-iment. All observers were in thair cariv zr,
mid-twenties.

Appar at us

Figare 24 portrays the experimental setup used. An RIRS
graphics workstation with a 15-inch vertical by 15-inch horizontal
display was used to display the two imaCges. Each observer placed
his.her chin in a chin rest as shown in Figure 24 in order to D

st3bilize viewing. The monitcr contained 1,000 vertical by .,02%
horizontial pixels and was viewed from approxi'nately 30 inches by1,
observers. Al. spatial fraueur,cc computarions for fi2t•-mnc ,

fom.d based upon this 30-Inch viewing distanco. '!hI eT:crc
diisj; lay subtended anp-crxir.atCy 27.6 deciree.: of -isual anr-ie rin-1

each pixel subtended approximately 27.6/1024 = .02 7 degrees or 6.62
hi -ultes of arc. if we assume that the nask betw'een Jxe]s denotet:
a dark space so "hat th• comhinat-5on of pixel and mask de3not-. a

Ii Ja r k _o minat in, t.he theoretical limitdnq resolution or Ihe
d .sF ay wsou1d be (.02.) or approximately 37 cyc/esideUree ol.
%'isual angle. The ton curv'e in Figure 12 shows emfitical.
measured Michelson Contrast for the IRIS monitor as a function cf
spatial frequenct': out to fcly 20 cycles per degree or vis-ula angle.

Observers used a mouse tc desigriate responses to the paired
corparisons presentation. Background illumination from che room
vas dark, less than .1 fL.

27



Luminance Filtering
MIF Filter Bight DaXk

Best

Middle _

Worst

Figure 19
MTF-Luminance Filtering of the Airport Image
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Luminance Filtering
MTF Filter Bright Dark

Best

Middle

S:

Worst

Figure 20
MTF-Luminance Filtering of the Crop Image
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Luminance Filtering

4D rk

Best f. .,

Middle

Worst

Figure 21

MTF-Luminance Filtering of the Mountain Image
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Luminance Filtering

MTF Filter Bright Dark

Best

Middle

Worst

Figure 22
MTF-Luminance Filtering of the Ocean Image
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Luminance FilterinQMT Fitr rgti Dark

Best A

Middle

Worst

Figure 23
MTF-Luminance Filtering of the Pines Image
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Procedure

A trial began with a fixation point in the middle of the
screen. Approximately two seconds later, two 512 x 512 images were
shown side-by-side in the middle of the display. A small dark
patch running vertically in Li•e middle of the screen separated the
two images. Since there were only 1,024 pixels spaced horizontally
across the screen, only 500 pixels were presented horizontally for
each of the two images, leaving a 24-pixel. vertical patch
separating the two images. The background or luminance surrounding
the imagery as it was displayed was approximately 7 fL •DAC = 128).
The pre- and post-trial luminances of the screen were less than .1
fL,. Both the background and pre/post-trial luminances were
considered important constants in the experiment as the contrast of
the images against the background both in space and time played a
significant role in the visibility of detail in the imagery.

The images remained visible on the screen for approximately
two seconds, following which Figure 25 was displayed on the screen.
Figure 25 contains a rating scale denoting preference for the left
or the right image in the display. The observer used the mouse to
slide an arrow across the scale shown on the screen. When the
arrow reached the desired locaticn on the rating scale, the
observers pressed a button on the mouse to denote their response.
A scale value of zero denoted no preference but the observer could
also use a second button on the mouse to denote that he/she thought
the left and right images were identical. After pressing the
button on the mouse, the rating scale disappeared and the observer
initiatc>1 the next trial by pressing a button on the mouse.

Observers were run through 20 practice and 400 experimental
trials each session for 20 sessions, yielding 8,000 experimental
trials per observer for the entire study. Each of the five image-
was presented on 8,000/5 = 1,600 trials so that the 20 x 20 = 400
possible MTF-)uminance combinations on each trial were seen
1,600/400 = 4 times for each image.

RESULTS AND DISCUSSION

Data Compilation: Preference Matrices

As shown in Figure 2 (stimulus space in two dimensions), the
primary purpose of the study was to generate a preference space in
a third or z-dimension along with a preference surface (x,y,z) in
the three-dimensional space. For each luminance-MTF combination,
then, a preference must be estimated. A traditional means of
estimating preference or scale values for stimuli in a
multidimensional space is based upon unfolding models which attempt
to satisfy the ordering of pairwise preferences by placing the
points or stimuli in a multidimensional preference space. Relative
distances from an ideal point in the space, typically the location
of the observer in the space, represent preferences in the space.
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In order to use an unfolding approach, the pairwise preference
probabilities must be calculated. Preferences for the left or
right image on individual trials are cumulated into empirical
preference matrices (see the matrices in the appendix). The rows
and columns of the matrices in the appendix denote the stimuli used
in the paired comparison procedure. Each entry in the matrix,
p(i,j), denotes the probability of a person preferring stimulus i
to stimulus j. By symmetry p(i,j) = l-p(j,i), and it was assumed
that p(i,i), or the diagonal entries in the matrix, were .5 or 50%.

The appendix contains preference matrices for the present
study. The first preference matrix is cumulated over all six
observers and five images. Each cell or probability in this matrix
is based upon 120 observations. It is also of interest to know
whether individual observers differ in their preferences (i.e., the
third component in Figure 3 (image-display-observer]) and whether
the preferences change based upon the image (i.e., the first
component in Fig. 3). In order to test these hypotheses,
preference matrices were generated for individual observers
combined over the five images and for individual images combined
over the six observers. The second through sixth matrices in the
appendix contain the preference matrices for each of the six
observers combined over the five images. The probabilities in each
cell for these matrices are based upon 24 observations. The final
five matrices in the appendix contain preference matrices for each
of the five images combined over the six observers. Probabilities
in each cell for these matrices were based upon 20 observations.

Preference matrices based upon only a single observer and
single image were also generated. Each probability in these
matrices was based upon only four observations. These probability
estimates were determined to be too unstable for use in modeling.
The next section describes the modeling employed to unfold or
generate the preference estimates for the MTF-luminance
combination.

The Bradley-Terry-Luce (BTL) Model of Choice

The BTL Model (see De Soete and Carroll, 1992; or Bockenholt,
1992, for further introduction) is a psychological mode] of choice
which can be fit to preference probabilities in a paired-comparison
experiment. In the BTL Model, the probability that stimulus "ill is
preferred to stimulus "j" is given as:

v(i)
p -' - . (4)

v(i) + v(j)

v(i) and v(j) represent scale values or preference strengths for
stimulus "i" and stimulus "j," respectively. In a paired-
comparison experiment with N stimuli, the BTL model will have (N-i)
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strength or preference parameters to estimate. A single v(.)
remains to serve as an anchor point. In the present study, v(20),
the preference bcale value for the 20th MTF-luminance combination
(the worst MTF and the brightest luminance), was set to a value of
unity and the remaining strength parameters were estimated for each
stimulus or MTF-luminance combination relative to this anchor
point.

The BTL model can be shown to be conceptually similar to the
more popular model of choice, a Thurstone Case V Model, or a signal
detection model with variances set to unity. By making a monotonic
transformation, u(i)=ln(v(i)) or equivalently, eu""=v(i), Equation
(4) can be transformed into:

e~i) 1

p.- 1- ---------------- = l-F[u(i)-u(j)]. (5)
eU(I)+eUu) 1 + e(;iUO))

F[f] in Equation (5) is the standard Logistic Distribution Function
with two parameters, a and b, each set to unity. The mean of the
Logistic Distribution in Equation (5) is one and the variance is
approximately three (12/3).

Figure 26 is a plot of the density function for the
distribution in Equation (5). Note the similarity of this curve to
the normal density curve. The abscissa denotes a random variable
which is the difference between a variable representing stimulus
"i" and one representing stimulus "j." This conceptual
representation is similar to that of signal detection. On any
trial when stimulus "i" and "j" are paired together, a preference
or strength for each image is denoted by single random variable and
a response is generated by comparing the two random variables and
choosing the larger. The difference of the two random variables is
distributed according to Figure 26.

In order to estimate the scale values, v(e) , for a single
empirical preference matrix, a computer routine was used to
minimize the difference between the empirical preference matrix and
one generated using Equation (4). Initial estimates of v(*) = 1
were used to generate an initial predictibe matrix with p,,' = .5.
Through iteration and estimate of partial derivatives, the computer
routine sequentially modified v(e) until it minimized the chi-
square difference between the two matrices:

n (p,, _p,) 2
2 -- -- (6)

i, j P'
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where p,' denotes preference probabilities from the BTL model and
p,, are the empirically measured preference probabilities. Table 1
provides a listing of all the chi-square fits performed. The
statistical test in each case is based upon the null hypothesis
that the model provides a reasonable fit versus the alternative
hypothesis that the model is rejected. The 20 x 20 matrix has (202_
20)/2 = 190 independent data points to fit since p, = .5 and P, =
p,,. The BTL model has 20-1 = 19 independent parameters for this
study. The degrees of freedom (df) for the chi-square fit would
then be 190-19 = 171. For a = .2 and df = 171, the critical X =
186.35, so none of the model fits shown in Table 1 could be
rejected.

Table 1

Chi-Square Fit of The Bradley-Terry-Luce Model to Empirical Data

Data matrix Observed chi-sauare

average over all observers & images 19.03
observer BA averaged over all images 7.59
observer EU averaged over all images 11.90
observer JB averaged over all images 19.61
observer KK averaged over all images 30.79
observer MB averaged over all images 15.83
observer MD averaged over all images 16.60
airport image averaged over all observers 9.52
crop image averaged over all observers 14.07
mountain image averaged over all observers 6.66
ocean image averaged over all observers 13.00
pine image averaged over all observers 14.57

Although the BTL model fit could not be rejected, some models
are so pervasive that they will fit any set of data. To test this
hypothesis, the BTL model was fit to a 20 x 20 matrix containing
probabilities generated using a uniform random number generator.
These matrices were constrained in the same fashion as the
empirical preference matrices so that pq = pj, and pD =.5. The X1 fit
to sets of randomly generated matrices (using n = 20,24, and 120 as
shown in Equation (6)) was consistently greater than 600, large
enough to be rejected at a = .01 levels.

The scale values, v(9), generated by the BTL model fit for the
empirical matrices are shown in Table 2. In Table 2, there are 20
scale values in each column or for each condition. Each scale
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Table 2. BTL Scale Values for All Experimental Conditions

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)

RIF UM ALL BA)LL EUA BLALL 3L)11 KKJ&L W_4.L HALL A.._LL CALL NLL 0_.&L PAL,

1 1 40.023 1363.191 22.881 30.043 51.235 9.836 3$4.816 142.261 36.6% 283.495 23.961 16.337
1 2 137.594 7039.538 150.458 116.083 171.424 26.263 002.603 442.524 169.196 1271.666 66.974 63.014
1 3 256.583 25372.46 559.019 382.404 252.756 V..129 93.93 1M.952 556.392 3191.456 116.174 52.604
1 4 227.986 69911.03 761.11 449.527 192.117 13.624 920.182 O2.7Sl "3.550 3448.076 91.409 29.856
2 1 13.447 126.118 8.353 10.S06 21.2" 4.0% ".8% 41.583 9.074 50.153 8.313 0.822
2 2 46.102 542.666 $6.906 52.981 74.075 11.187 215.693 1W.517 50.303 223.457 23.216 24.951
2 3 69.751 1654.255 138.364 107.359 i20.048 9.786 209.385 212.272 175.216 466.741 35.276 16.609
2 4 67.743 2013.66 272.650 106.69 71.74 7.638 148.941 220.018 223.405 553.067 30.904 12.544
3 1 3.738 12.616 2.14 2.732 7.021 1.99 14.072 9.629 1.877 11.018 2.481 3.14
3 2 10.336 38.584 11.517 9.366 23.273 3.547 29.518 24.925 10.127 33.926 6.038 7.02
3 3 16.792 97.484 39.836 19.084 17.23 3.93$ 3S.321 38.79 26.394 61.701 10.183 7.838
3 4 15.271 189.676 41.366 18.324 10.054 2.629 2S.481 30.183 4.579 56.004 9.469 4.512
4 1 1.08 1.39 0.487 0.896 1.93 1.01 2.8W 1.722 0.649 1.774 0.97 1.122
4 2 2.547 4.421 2.704 2.29 5.323 1.279 5.80 4.301 1.719 4.913 1.796 2.697
4 3 3.646 11.601 5.842 3.314 5.921 1.392 6.201 6.443 4.342 5.443 3.059 2.713
4 4 3.39 12.781 8.649 2.95 4.041 1.153 5.242 S.372 5.982 5.607 2.565 1.875
5 1 0.225 0.199 0.05 0.3" 0.052 0.549 0.436 0.197 0.189 0.233 0.185 0.364
5 2 0.359 0.307 0.165 0.492 0.191 0.534 0.541 0.32 0.275 0.396 0.307 0.533
5 3 0.489 0.435 0.435 0.553 0.465 0.505 0.524 0.445 0.468 0.445 0.47 0.618
5 4 1 1 1 1 1 1 1 1 1 1 1 1

(1) MTF Area - 1 = 6.18 (2) Luminance - 1 = 4.0 fL
2 = 4.73 2 = 6.3 fL
3 = 3.79 3 = 8.5 fL
4 = 3.15 4 = 11.1 fL
5 = 2.34

(3) BTL scale values averaged over all observers and images
(4) BTL scale values for observer BA averaged over all images
(5) BTL scale values for observer EU averaged over all images
(6) BTL scale values for observer JB averaged over all images
(7) BTL scale values for observer KK averaged over all images
(8) BTL scale values for observer MB averaged over all images
(9) BTL scale values for observer MD averaged over all images
(10) BTL scale values for Airport Image averaged over all observers
(11) BTL scale values for Crop Image averaged over all observers
(12) BTL scale values for Mountain Image averaged over all

observers
(13) BTL scale values for Ocean Image averaged over all observers
(14) BTL scale values for Pines Image averaged over all observers
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value represents the preference for an MTF-luminance combination
relative to the other 19 MTF-luminance combinations. These scale
values complete the three-dimensional preference space.
Hypothetically, a display would be represented by its MTF-luminance
combination or (x,y) in the plane of the three-dimensional space
and the predicted scale value (z-axis) would locate the display in
(x,y,z).

From this study, 20 points (5 MTFs x 4 luminance levels) were
generated in the three-dimensional space for each of the 12
conditions shown in Tables 2 and 3. Figure 27A shows the 20 BTL
scale values for the preference data averaged over observers and
images. Figure 27B is a three-dimensional plot of the 20 points
where a smoothing algorithm was used to generate the curve drawn
through the points from Figure 27A.

A goal of this research was to be able to compare the MTF-
luminance combinations from two displays and predict which display
would be preferred. From the curve in Figure 27B, it would be
difficult to locate the preference scale value in the z-dimension
based upon an MTF-luminance combination. A predictive equation
would be useful for this purpose. In the following section,
regression is used to generate surface equations for Figure 27B.

Generation of Predictive Equations

Statistical regression software was used to generate
prediction equations for the BTL scale values as a function of MTF
and luminance. Because the range of scale values in Table 2 was so
large, a logarithmic transformation of the data was used. The form
of the predictive equations was:

log1 0 (scale value + 1) = f(MTF, Luminance) (7)

where the goal was to estimate the form of the function f. From
fits of linear, quadratic, and cubic polynomials, quadratic
formulas were chosen based upon their R2 values. Table 3 shows the
coefficients and R2 fits for the 12 matrix conditions based upon the
following equation:

log,0 (scale value + 1) = a + b(MTF) + c(Lum) + d(MTF) (Lum) (8A)
+ e(MTF)2 + f(Lum) 2 .

For data averaged over all observers and images, the prediction of
scale values is as follows:

scale value = 1 0 -2.51-.778(WNF)*.226(LUM -.047(m3 -.016(Lo LUM2 .. '020 (MM (LCJM -1  (8B)
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Table 3

Quadratic Regression Coefficients and R2 Values to the Equation:

logl,(scale value + 1) = a + b(MTF) + c(Lum) + d(MTF)2
+ e(Lum) 2 + f(MTF)(Lum).

Preference Intercept MTF LUM MTF 2  LUM2 MTFXLUM
condition a b c d e f R2

average -2.51 .778 .226 -. 047 -. 016 .020 .983
observer BA -3.18 1.033 .131* -. 042 -. 013* .050* .991
observer EU -3.15 .936 .253 -. 080 -. 018 .044 .981
observer JB -2.16 .610 .197* -. 042 -. 017* .040 .974
observer KK -3.78 1.318 .337 -. 102* -. 022 .013 .985
observer MB -1.24 .300* .200 -. 003* -. 013* .002 .951
observer MD -3.55 1.367 .243 -. 079* -. 015 .001 .988
airport image -3.55 1.266 .253 -. 087 -. 018 .021 .986
crop image -2.57 .750 .181* -. 054 -. 014 .043 .976
mountain image -3.40 1.163 .224 -. 073 -. 018 .036 .985
ocean image -2.07 .596 .211 -. 030 -. 014 .014 .983
pine image -2.20 .619 .306 -. 029 -. 019* ** .971

* P > .05 (not significantly different from zero at a = .05)

** < 10-3 and P > .05

The preference conditions in Table 3 have many commonalities
with respect to their regression coefficients. For example, in
most instances the linear slope attributed to MTF is two to three
times the slope of luminance. The relationship across the two
dimensions (MTF and luminance) and their effect on preference was
the most important effect of interest in this study. Within the
MTF and luminance bounds of this experiment, a change in the area
under the MTF curve has more of an effect on preference than an
equivalent numerical change in luminance. It is critical, though,
that this statement not be misinterpreted, as it cannot be used to
mean that changes in MTF are more important than changes in
Luminance to viewer preference. Suppose, for example, that
Luminance had been measured in tenths of a FootLambert instead of
FootLamberts. Then, the results here would show that the change in
Luminance had a much greater effect on viewer preference than the
equivalent numerical change in MTF. Thus, across the two
dimensions, we can only make statements such as a change of 1 unit
of MTF (percent contrast X cycles/degree of visual angle) is
equivalent to a change of 2 units of Luminance (FootLamberts) with
respect to viewer preference. A numerical example given below will
illustrate the trade-off across these two dimensions.
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The linear effect (i.e., the parameter C) due to luminance was
also statistically insignificant in three instances as noted by
asterisks in Table 3. Figures 28A-E show two-dimensional cross
sections of preference as a function of luminance for the five
levels of MTF for each of the six observers. Under the optimal
level of MTF (Fig. 28A), preference is nonmonotonic as a function
of luminance for three of the six observers. For three of the
observers, preference first increases and then decreases as
luminance level increases. More detailed experimental work would
be required to find the asymptotic level of luminance. Most
likely, though, the asymptotic level of luminance depends upon the
background and pre/post-trial luminance. In this experiment, the
pre/post-trial luminance was quite dark (i.e., < .1 fL) and the
background or display luminance surrounding the images was
approximately 7 fL. As a result, the most preferred luminance was
probably in the range of 8-11 fL, much lower than if a bright
background had been employed.

Coefficients for squared terms in the regression equations
were consistently negative, denoting a slowing down or curvilinear
effect of the log1,, of preference as one or the other of MTF and
luminance increased. This does not necessarily mean that
preference tended to asymptote or actually decrease as MTF or
luminance independently increased. It implies that, within the
ranges of MTF and luminance studied, the rate of increase in the
log of preference was negatively accelerated or slowing down.

Finally, the interaction coefficients (f) in Table 3 were all
positive. A likely explanation for this finding is that preference
broke down at low levels of either MTF or luminance (see Figs. 28D
and E). Note that the scaling on the y-a>xis in Figures 28D and E
is much less than the scaling in Figures 28A-C. For the two most
hlurred MTFs, the amount of luminance mattered less because the
effect of the MTF dominated the observer's perception of the image.
Similarly, the lack of image quality at the lowest luminance level
also dominated the observers' preference response.

As an example of the use of the Equations in Table 3, consider
the comparison of two displays, A and B. Using Equation (8) and
the regression coefficients from Table 3, Displays A and B may be
compared to one another if they are characterized by their MTF-
luminapce combinations. Assume the two displays have the following
characteristics with respect to their MTF areas and average
luminances (in fL):

MTF• = 4. MTF, = 5.-
LumA = 8. Lump = 5.

This case exemplifies the trade-off problem across dimensions wheie
display A has a lower or worse MTF but also has more luminance. By
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BTL PREFERENCES ACROSS LUMINANCE
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Figure 28A

Preference as a Function of Average Display Luminance t-
(MTF Area = 6.18)
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BTL PREFERENCES ACROSS LUMINANCE
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Preference as a Function of Average Display Luminance
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solving Equation (8) using the coefficients from the regression to
the overall average in Table 3, the result obtained yields v(A) =
19.3 and v(B) = 27.8. Since the scale value for display B is
greater than that of display A, the conclusion would be that
display B is preferred to display A.

With most image quality metrics, the comparison of the two
displays would either end here or anecdotal evidence would be used
in concluding whether this difference was significant. An
advantage of this empirically generated prediction, though, is that
the scale values can be interpreted through the experimental
paradigm. Applying the scale values v(A) = 19.3 and v(B) = 27.8 to
Equation (4) yields:

v(A) 19.3
PA' =---------------- ----------- .41 (9)

V(A) + v(B) 19.3 + 27.8

or the probability that display A is chosen over display B is
estimated as 41%. The data used to generate the scale values were
cumulated over observers and images. Generalizing over these two
fa.iLors, it may be said that if a number of observers viewed a
number of images on display A and display B, they would prefer the
images from display A on approximately 41% of the trials. It may
be noted here that the BTL preferences given here are forced-choice
preferences. It is assumed now that PBA, the probability that B is
preferred to A, is 59% and that no indifferent trials exist.

In order to directly compare two displays based upon their
MTF-luminance combinations, Equation (8) must be used with the
coefficients from Table 3. Equation (8) can be plotted as a
surface as in Figure 27B but it is difficult, if not impossible, to
visually locate the preference values for MTF-luminance
combinations.

Two displays may be compared indirectly in a two-dimensional
graph by comparing both to a reference display device. Figure 29
is one example of this, showing a two-dimensional graph with
preference probability on the y-axis, MTF area on the x-axis, and
multiple curves generated which correspond to a range of luminance
levels. Using the previous example with two displays, A and B, the
approximate preference probability of Display A over the standard
is .45 and the approximate preference probability of Display B over
the reference is .58. Because .58 > .45, display B would be
prcferred to Display A, although the exact preference probability
of display B over display A could be computed only by calculating
the actual BTL scale values of both displays and using the scale
values in Equation (4).
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The predictive validity of the graphs and equations discussed
in this section apply only within the ranges of MTF area (in
Michelson Contrast x cycles/degree of visual ang]e) and luminance
(in fL). The levels of MTF area used in the present study were
between 2.34 and 6.18. From pilot work performed previously
(Evans, 1993) , differences between the MTF areas become less
discriminable as magnitude grows. Therefore, extrapolation of the
predictive equations beyond an MTF area of 6.18 would have little
validity.

Average luminance levels of the images in this study ranged
from 4.0 to i.1 fL. Although preference for the average luminance
level peaked somewhere below 11.1 fL, the ambient illumination (<.2
fL) and CRT luminance surrounding the images (approximately 7 fL)
are likely to be moderating factors in this finding.

Another problem in the use and generality of the predictive
equations is a logical problem. When using a display, if the
display iL; capable of putting out more luminance, it is logical
tlt.:- the display could also produce lower luminance levels. For
cxample, if two displays are equivalent in the MTF dimension but
on.. di:;play is capable of. generating more luminance, it is not
locjical that the display with less luminance capabilities be
preierred. Because of this fact, the luminance value used in
predicting prelerence should be the luminance loss than OQ equal to
the average luminance level of the display which maximizes
preference. The scale value, then, should be:

MAX {v} over {MTF, L <= LUM} (10)

or that we choose the maximum preference scale value for the MTF
area of the display and all luminances less than or equal to the
averdge luminance of the display. Using the quadratic prediction
i.n Equation (8), v can be maximized with respect to luminance by
taking the partial derivative of the func'tion with respect to
]uwminance and scetting it equal to zero. The result yields:

Lmax - -(c 4 f`(MT'-'))/(2c) (11)

whure MTI is the MTF area for the particular dilplay, I,max if5 the
umrnanr:c leve] which iiiaxmiz us the prcference, v, for the MTF

qiven, and c - .226, e = -. 016, and f - .02 are coe..fficients taken
fron the av.rayLd rgqret;sion in Table 3. Us ing the previous
e>:.:,imp]e whore M'F, = 4 , IUM, - 8, MTF,, - !, and IAJM,-- 5, Lmax for
l)J:±ly!; A .-inl II wo"uld bu 9.6 and 30.2 IL,, respectively. It the

v Ivtr. I uin] ni incC oa di j;l,]iy A or 13 wat; rjr eater than thei r lmax
viiluCi, th,. lumi nance va VIue of that di ;pllay would be rep] iccud by
I.Jiii>: for the pur},osoe of computing pr efere-nce ,ale valueo. Figure
,0u is a qpdp of. Equation (11) for d range of. MTF areas used in the
bt udy. Prior to us ing Equation (8) or the graphi in Figure 29 tor
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predicting preference, then, it would be necessary to use Figure 30
in order to find Lmax first. As mentioned, it is suspected that
the predictions obtained in this section are dependent upon a
number of moderating factors (e.g., background luminance, field of
view). Possibly, one of the most important moderating factors is
the set of imagery used in the study. Although there are no
rigorous or well-accepted methods for analyzing the information
content in imagery, simple observation of the images in Figures 7
through 11 would lead one to conclude that the Ocean Scene (Fig.
10) has less information than the other images with which to
develop preference standards. In addition, the Airport Scene (Fig.
7) has a number of man-made features which might hypothetically
help in discriminating MTF-luminance combinations. In the next
section, statistical analysis of the effect of the images on
preference is presented.

The Effect of Image on Preference

As emphasized previously, none of the results obtained in this
study should be considered as being independent of the imagery
being viewed. Referring back to Figure 3, the information
contained in the original image can affect processes in the display
and observer subsystems. The five images (airport, crop, mountain,
ocean, and pines) chosen for viewing in this study are visually
quite distinct. They were chosen as stimuli in this study because,
in a multidimensional scaling study performed by Kleiss (1992),
these stimuli were quite distinct from one another in a two-
dimensional similarity mapping of natural images. It was desirable
in this study to determine if preference for MTF-luminance
combinations might depend upon the image type (or if preferences
were consistent across a diversity ot image types).

An analysis of covariance was performed on the BTL scale
values obtained for the five images in Table 2. Note that the BTL
scale values in Table 2 pertaining to the five images (airport,
crop, mountain, ocean, and pines) were averaged over observers.
The averaging was performed in order to increase the number of
observations upon which the preference probabilities were based. In
order that the scale values for each of the five data sets in Table
2 meet the homogeneity of variance assumption, the analysis was
performed on a logarithmic transformation of the scale values.

The average scale values for the five images were as follows:
airport (159), crops (111), mountain (484), ocean (22), pines (13).
Recall that the scale values are used in Equation (4) to obtain the
preference probabilities. Higher scale values may be interpreted
as polarization of preference probabilities towards zero and one.
This, in turn, may be interpreted as an increased preference
discrimination across the MTF-luminance combinations. From the
five means, it can be seen that there was substantially less
discrimination with the ocean and pines images than the other
three. It was suspected a priori that the ocean image would not
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provide as much discriminatory power when viewing the MTF-luminance.
combinations, but the low discriminability ',f the pines image was
unexpected. However, the DAC distribution of the pines image (see
Fig. 4) proved to be more bimodal than the other images, divided
between the brightness of the sky at the top of the image and the
remainder of the image being underexposed (in the original image).
The sky provided little information and the remainder of the image
was too underexposed to provide much discrimination in the
preference response. Although it was expected that the airport
image with its artificial components would yield the highest amount
of discriminability, the mountain image with its speckled pattern
of desert terrain provided the highest level of discrimination.

The analysis of covariance is shown in Table 4. The factors
MTF and LUMINANCE in Table 4 denote linear regressions for the two
factors, each based upon one degree of freedom. The images were
shown to be significantly different at p<.0001, providing evidence
that the image can significantly affect the perception of the MTF-
Luminance filters. The two interaction terms, MTF x IMAGE and LUM
x IMAGE, were both significant at p<.001. The interpretation of
these results is that the slope of predicting the dependent
variable (log,, one plus the scale value) as a function of MTF or
luminance changes significantly across images. Table 5 shows the
slopes for predicting the dependent variable (log10 one plus the
scale value) as a function of either MTF or luminance for each of
the five images.

As with the linear coefficients from the quadratic regression
in Table 3, the slopes are all positive and changes in MTF area
have a larger effect on the dependent variable than changes in
luminance.

Table 4

Analysis of Covariance of BTL Scale Values
for Determining Image Differences

Source DF SS MS F-Value Signfificani

MTF 1 59.08 59.08 1175.14 <.0001
Luminance 1 3.59 3.59 71.32 <.0001
Image 4 7.73 1.93 38.42 <.0001
MTF x Image 4 4.37 1.09 21.75 <.0001
LUM X Image 4 1.08 .27 5.36 .0007

Error 85 4.27 .05

Total 99 80.12
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Table 5

Regression Slopes for Dependent Measure (log1 0 one plus the scale
value) as a Function of MTF or Luminance

Independent Variable
Imagce MTF Luminance

Airport .525 .030
Crops .467 .059
Mountains .621 .040
Ocean .343 .025
Pines .284 .006

CONCLUSIONS

The work in this study represents an empirical approach in
modeling multidimensional aspects of image/display quality. Within
the ranges of MTF area (2.34 - 6.18 in % Michelson Contrast X
cycles/degree of visual angle) and average display luminance
(4.0 - 11.1 fL) used in the study, the BTL Model of Choice and
regression were used to predict display preference as a function of
MTF area and average luminance. The results obtained from the
modeling allowed a quantitative comparison across the two
dimensions of interest. Within the ranges of MTF area and average
display luminance studied, the following general results were
noted:

(1) Changes in MTF area (% Michelson Contrast X cycles/degree of
visual angle) had a much greater effect on observer preference
than did changes in average display luminance (in fL).

(2) Changes in viewer preference were monotonically related to
changes in MTF area.

(3) Changes in viewer preference were monotonically related to
changes in luminance (FL) for three observers. For the
remaining three observers, maximum preference occured at the
second brightest luminance level.

A more quantitative comparison of the relative effect of the two
factors on preference was obtained using a quadratic regression.
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Shortcomings of the multidimensional approach used here
consisted of (a) the large number of observations required, (b) the
limits on the ranges of factors studied, and (c) the difficulty in
manipulating display parameters.

With respect to (a) in the present study, there were 20 MTF-
luminance combinations and the paired-comparisons approach required
a total of 400 possible stimulus combinations. To generate
preference probabilities, each of these 400 possible combinations
had to be presented multiple times, enough to generate stable
probability estimates.

With respect to (b), limits on the ranges of factors studied,
the modeling approach used in this study was predicated on the use
of a matrix of paired-comparison preference probabilities. To
unfold these preferences into a three-dimensional space, all of the
stimuli must be related directly or indirectly to all other
stimuli. If any stimulus or set of stimuli is not related to other
stimuli (i.e., all preference probabilities are either zero or
one), then this stimulus or set of stimuli cannot be placed into
the multidimensional space. This restriction oftentimes limits the
range of stimuli which may be studied. In the case of the present
study, the range of luminance values and the range of MTF areas was
restricted.

With respect to (c), the difficulty in manipulating display
parameters, it was necessary to compress the original images in
order to manipulate average luminance. In addition, the display
used in presenting the stimuli restricted the upper limit of MTF
areas that could be generated. The technique used in this study of
using a single display to present all of the imagery allowed
control of many extraneous factors that would come into play if
multiple displays were used to present imagery. The limitation of
this technique is the restriction in the range of the variables
studied.

Finally, this study represents an attempt at manipulating
nultiple display factors toward the purpose of comparing their
relative effects on image quality. In order to compare the quality
provided by practical display systems, it will be necessary to
quantitatively compare trade-offs across dimensions simply because,
in many instances, design of these systems involves trade-offs of
the display parameters.
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